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ABSTRACT

This paper develops a control parameterization approach for determining the (near) optimal trajectories of linear time-invariant systems with quadratic performance indices. In solving the linear quadratic (LQ) problem for time-invariant systems each control variable is represented by a set of approximating functions with unknown coefficients. This converts the LQ problem into an unconstrained quadratic programming problem which can be solved for the (near) optimal control parameter values (i.e., the unknown coefficients) by solving a system of linear algebraic equations. As verified by simulation studies, the control parameterization approach is particularly efficient when applied to minimum energy problems and to problems with significantly fewer control variables than state variables.

INTRODUCTION

In addition to variational methods (such as the Hamilton-Jacobi approach) and dynamical programming approaches, mathematical programming techniques represent an alternative methodology for solving optimal control problems. These techniques usually approximate the state and/or control variables by a set of prespecified functions, whose coefficients characterize the state and/or control trajectories. The original problem is thus converted into an algebraic optimization problem, which is solved for the (near) optimal values of the state and/or control parameters that minimize the optimization objective function. A survey of work reported in this area prior to 1970 can be found in [1]; a survey to 1980 can be found in [2]. A more recent study of control parameterization can be found in [3] where optimal control problems with general constraints are addressed.

A direct application of mathematical programming is to characterize the state and control trajectories by their values at a number of prespecified locations (e.g., a number of equally spaced points in time). The theoretical and practical aspects of this method are covered in [4] for discrete-time systems and in [5] for continuous-time systems.

Ghomanly and El-Zorkani [6] developed a control parameterization approach for linear quadratic (LQ) problems with free and fixed terminal states. In their approach, each control variable is approximated by a polynomial or finite number of orthogonal functions whose coefficients are sought. Results from a numerical example indicate that satisfactory results can be obtained using polynomials of low order (i.e., less than or equal to four). Although this approach is mathematically elegant, Ghomanly and El-Zorkani do not discuss the computational requirements of their approach nor compare execution times relative to Riccati equation solvers.

Yen and Nagurka [7] have presented a more recent application of a mathematical programming technique to solve LQ problems. In [7] each state variable is represented by the sum of a polynomial and a finite term Fourier-series. Consequently, this state parameterization approach converts an optimal control problem into an unconstrained quadratic programming problem. Simulation results demonstrate that the method is much more efficient than a Riccati equation solver in handling high order systems.

Based on a similar idea of mathematical programming, this paper develops a control parameterization approach for LQ problems with free and fixed terminal states. Similar to the state parameterization approach developed in [7], this approach converts an unconstrained LQ problem into an unconstrained quadratic programming problem. In contrast to the earlier work, this approach is particularly efficient in handling systems whose number of control variables is significantly less than the order of the system. In addition, this control parameterization approach is a very efficient tool in handling minimum energy problems.

METHODOLOGY

Unconstrained LQ Problems

This paper considers the optimal control of linear time-invariant systems with quadratic performance indices. Such systems can be represented by the state space model:

\[ \dot{x} = A x(t) + B u(t) \quad (1) \]

with initial condition

\[ x(0) = x_0 \quad (2) \]

Here, \( x \) is an \( N \times 1 \) state vector, \( u \) is an \( L \times 1 \) control vector, \( A \) is an \( N \times N \) system matrix, and \( B \) is an \( N \times L \) control matrix. The performance index is a quadratic functional defined as:

\[ J = J_1 + J_2 \quad (3) \]

where

\[ J_1 = \frac{1}{2} x^T(t_f) H x(t_f) \quad (4) \]

\[ J_2 = \frac{1}{2} \int_{t_0}^{t_f} x^T(t) Q x(t) \, dt \quad \text{and} \quad J_2 = \frac{1}{2} \int_{t_0}^{t_f} u^T R u \, dt \quad (5, 6) \]

It is assumed that \( H \) and \( Q \) are real, symmetric, positive-semidefinite matrices and \( R \) is a real, symmetric, positive-definite matrix. The total time interval is \([0, t_f] \), where \( t_f \) is the final time. Superscript T denotes transpose. The design objective is to compute the optimal control \( u(t) \) and the corresponding optimal trajectory \( x(t) \) such that the performance index \( J \) is minimized.

The first step of this control parameterization approach is to divide \([0, t_f]\) into \( J \) equal time intervals \([t_0, t_1], [t_1, t_2], \ldots, [t_{J-1}, t_f]\), where \( t_0 = 0 \) and \( t_J = t_f \). The time of each interval is denoted by \( \Delta t \). It is assumed that each of the \( L \) control variables has a single value in each interval \([t_j, t_{j+1}], j = 0, \ldots, J-1 \), and is piecewise-continuous in \([0, t_f] \).

Since over each time interval the control variables are single-valued, the system can be represented by the following discrete-time model:

\[ x(j+1) = \phi x(j) + G u(j) \quad \text{for} \quad j = 0, \ldots, J - 1 \quad (7) \]

where the state transition matrix \( \phi \) and the control matrix of the discrete model \( G \) are

\[ \phi = e^{A \Delta t}, \quad G = \int_0^{\Delta t} e^{A \Delta t} B \quad (8, 9) \]
and where, for the sake of simplicity, \( x(t) \) and \( u(t) \) have been denoted by \( x(j) \) and \( u(j) \), respectively. From multiple applications of equation (7), the following equation can be obtained:

\[
x(j) = \phi x(0) + \sum_{m=0}^{j-1} \phi^{j-m} \Gamma u(j) \quad \text{for } j = 1, \ldots, J
\]  

(10)

Based on equation (10), the relationship between the state trajectory and control trajectory can be established as:

\[
x^* = \phi^* x(0) + \Gamma^* u^*
\]  

(11)

where

\[
\phi^* = \begin{bmatrix} \phi(1) \\ \phi(2) \\ \vdots \\ \phi(J) \end{bmatrix}, \quad u^* = \begin{bmatrix} u(0) \\ u(1) \\ \vdots \\ u(J-1) \end{bmatrix}, \quad \Gamma^* = \begin{bmatrix} \Gamma^* \end{bmatrix}, \quad \Gamma^* = \begin{bmatrix} \Gamma^* \end{bmatrix}
\]  

(12,13)

Here, \( u^* \) represents the time history of the quantized control vector and \( x^* \) is the corresponding response of the state vector. The subscripts in the parentheses represent the dimensions of the matrices. In equation (11), the term \( \phi^* x(0) \) represents the contribution of the initial condition and the term \( \Gamma^* u^* \) represents the influence of the control history vector \( u^* \) on the system response. Equation (11) will be used to convert the performance index into a function of \( u^* \).

From equations (4), (5), and (6), the three components of the performance index can be written in the following way:

\[
P_I = \frac{1}{2} \int \dot{x}^T J H \dot{x} dt, \quad P_R = P_I = \frac{1}{2} \sum_{j=0}^{J} x^T(j) q x(j) dt
\]  

(16,17)

\[
P_C = \frac{1}{2} \sum_{j=0}^{J-1} u^T(j) R u(j) dt
\]  

(18)

In equation (17), \( P_I \), i.e., the state integral part of the performance index, can be approximated using Simpson’s rule giving

\[
Q_j = \begin{cases} \frac{1}{3} Q & \text{for } j = 0 \text{ and } j = J \\ \frac{2}{3} Q & \text{for } j = 2, 4, \ldots, J-2 \\ \frac{1}{3} Q & \text{for } j = 1, 3, \ldots, J-1 \\ \end{cases}
\]  

(19)

where \( J \) is assumed to be an even number. Note that \( P_I \) is only an approximation of \( P_I \). However, \( P_C \) can be computed without approximation from equation (18) since the control vector is assumed to be single-valued at every time interval. For the same reason, \( u^* \) can be computed directly from equation (10) enabling \( P_I \) to be obtained from equation (16) without approximation. Thus the performance index \( P_I \) can be represented by \( P^* \), defined as

\[
P^* = P_{I*} + P_{R*} + P_{C*} = \frac{\Delta t}{2} \left[ u^T R u^* + x^T Q x^* + \sum_{j=0}^{J-1} Q x^*(j) x(j) \right]
\]  

(20)

where

\[
R^* = \begin{bmatrix} R & 0 \\ 0 & R_{L(L+1)j} \end{bmatrix}, \quad Q^* = \begin{bmatrix} Q_1 & 0 & \cdots & 0 \\ 0 & Q_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & Q_{J-1} \\ 0 & \cdots & \cdots & 0 \end{bmatrix}, \quad Q_{j=0} + \dot{H}_{L(L+1)j}
\]  

(21,22)

By substituting equation (11) into equation (20), the converted performance index can be rewritten as:

\[
P^* = \frac{\Delta t}{2} \left[ u^T A u^* + 2 u^T \Omega x^* + 2 \gamma^T \psi x^* \right]
\]  

(23)

where

\[
A = R^* + \Gamma^* Q^* \Gamma^* \gamma, \quad \Omega = \Gamma^* Q^* \phi^* \psi^*, \quad \psi = Q_{j=0} + \phi^* Q^* \phi^*
\]  

(24,25,26)

The basic idea of control parameterization is to assume that the value of the \( i \)-th control variable can be represented by the product of an approximating function vector \( p(i) \) and a constant vector \( \gamma_i \), i.e.,

\[
w(j) = p^i(j) \gamma_i \quad \text{for } i = 1, \ldots, L; \quad j = 0, \ldots, J-1
\]  

(27)

where

\[
p^i = p(j) \gamma_i \quad \text{and} \quad p^i(j) = [p(j) \gamma_i p(j) \gamma_i \cdots p(j) \gamma_i]
\]  

(28,29)

\[
\gamma_i = [\gamma_1 \gamma_2 \cdots \gamma_L]
\]  

(30)

In general, \( p(i) \) can be chosen as a set of orthogonal functions or polynomials. Several \( p(i) \) will be investigated in the section Simulation Studies.

From equation (27), the control vector \( w(j) \) can be represented by

\[
w(j) = p^i(j) \gamma_i \quad \text{for } j = 0, \ldots, J-1
\]  

(31)

where

\[
p^i = \begin{bmatrix} p(j) \gamma_i \\ \vdots \\ p(j) \gamma_i \end{bmatrix}, \quad \gamma_i = \begin{bmatrix} \gamma_1 \\ \gamma_2 \\ \vdots \\ \gamma_L \end{bmatrix}
\]  

(32)

Here, \( Y \) represents an unknown vector of control parameters that need to be determined in order to minimize the performance index \( P^* \). Using equations (13) and (31), the control history vector \( u^* \) can be expressed as:

\[
u^* = p^* Y
\]  

(34)

where

\[
p^* = \begin{bmatrix} p^*(0) \\ \vdots \\ p^*(0) \\ p^*(1) \\ \vdots \\ \vdots \end{bmatrix}, \quad Y = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_L \end{bmatrix}
\]  

(35)

Substituting equation (34) into equation (23), \( P^* \) can be rewritten as:

\[
P^* = \frac{\Delta t}{2} \left[ Y^T \Lambda^* Y + 2 \gamma^T \Omega^* x_0 + 2 \gamma^T \psi x_0 \right]
\]  

(36)

where

\[
\Lambda^* = p^* \gamma^T \Lambda p^* \gamma, \quad \Omega^* = p^* \gamma^T \Omega
\]  

(37,38)

The necessary condition for optimal \( Y \) is

\[
dP^*/dY = 0
\]  

(39)

which leads to

\[
(y^* + x_0^*) = -2 \gamma^T x_0
\]  

(40)

Equation (40) represents a system of linear algebraic equations from which \( Y \) can be determined uniquely. In equation (40), only the right-hand side vector depends on the initial condition. As a result, LQ problems involving the same system and the same performance index but different initial conditions can be handled efficiently by using matrix inverse based routines, such as LU decomposition.

A direct application of equation (40) is to choose \( Y \) as \( u^* \) as suggested in [4] and [5]. Then, the necessary condition for optimality becomes

\[
(y^* + x_0^*) = -2 \gamma^T x_0
\]  

(41)

In this case \( J = M, \) i.e., the number of time intervals is equal to the number of control parameters of each control variable.

As noted above, equation (40) represents a system of linear algebraic equations. Consequently, solving \( Y \) from equation (40) involves a computational cost of order \( O(M^2) \) (see, e.g., [8]). Since the computational cost increases cubically with the dimension of \( Y \), it is important to minimize its dimension. A disadvantage of choosing \( u^* \) as control parameters is that it makes \( J = M \). As a result, solving \( Y \) from equation (41) involves a computational cost of order \( O(M^2) \). In contrast, solving for the control parameter vector \( Y \) from equation (40) incurs a computational cost of order \( O(M^2) \). Therefore, by using appropriate approximating functions, \( M \) (i.e., the number of control parameters) can be made to be less than \( J \) (i.e., the number of time intervals) and, hence, the computational cost can be
significantly reduced while maintaining the same level of accuracy. Further considerations of the computational cost of the control parameterization approach are discussed later. The effectiveness and accuracy of this approach, including the use of different sets of $P$ and $Y$, are addressed via example problems.

LQ Problems with Fixed Terminal States

This subsection considers the optimal control problem defined in equations (1) - (6) but with an additional constraint on the terminal state:

$$\mathbf{x}(T) = \mathbf{x}_f$$

(42)

From equation (10), this equality constraint can be written as:

$$\mathbf{x}_f = \mathbf{\Phi}^T \mathbf{x}(0) + \sum_{i=0}^{J-1} \mathbf{\Phi}^T \mathbf{w}_i$$

(43)

which, equivalently, can be represented as

$$\mathbf{c}u^T = \mathbf{d}$$

(44)

where

$$\mathbf{c} = [\mathbf{\Phi}^T \mathbf{1} \mathbf{\Phi}^T \mathbf{2} \ldots \mathbf{\Phi}^T \mathbf{T}]_{1 \leq i \leq J}$$

(45,46)

Based on equation (23), the optimization problem can be formulated as:

Minimize $P_f = \mathbf{\Delta}^T [\mathbf{u}^T A \mathbf{u} + 2\mathbf{u}^T \mathbf{D} \mathbf{x}_e + \mathbf{x}_e^T \mathbf{P} \mathbf{x}_e]$

subject to $\mathbf{c}u^T = \mathbf{d}$

(47)

From equation (36), this can be written as:

Minimize $P_f = \frac{1}{2} \mathbf{\Delta}^T \mathbf{V} \mathbf{A} \mathbf{Y} \mathbf{V} + 2 \mathbf{V}^T \mathbf{D} \mathbf{x}_e + \mathbf{x}_e^T \mathbf{P} \mathbf{x}_e$

subject to $\mathbf{c}Y^T = \mathbf{d}$

(48)

where

$$\mathbf{c} = \mathbf{c}^*$$

(49)

Equations (47) and (48) represent typical formulations of a quadratic programming problem. Solution methods of such problems can be found in the literature, e.g., see [9] and [10].

Minimum Energy Problems

The minimum energy problem is defined as an LQ problem with fixed terminal states, a null state weighting matrix and an identity control weighting matrix (i.e., $Q=0$, $R=1$). With $Q=\mathbf{0}$, the optimization problem defined by equation (48) can be simplified to:

Minimize $P_f = \frac{1}{2} \mathbf{\Delta}^T \mathbf{Y} \mathbf{A} \mathbf{Y}$

subject to $\mathbf{c}Y^T = \mathbf{d}$

(50)

It can be shown that the solution of this problem is

$$\mathbf{Y} = (\mathbf{A}^* \mathbf{Y})(\mathbf{c}^* \mathbf{Y})(\mathbf{c}^* \mathbf{Y}^T)^{-1} \mathbf{d}$$

(51)

The control parameterization approach is particularly efficient in handling such minimum energy problems. By further assuming $R=1$, it can be shown that $\mathbf{A} = \mathbf{I}$. Applying this result to equation (51), the solution $\mathbf{Y}$ is thus

$$\mathbf{Y} = (\mathbf{c}^* \mathbf{Y})(\mathbf{c}^* \mathbf{Y}^T)^{-1} \mathbf{d}$$

(52)

A similar result is obtained in [4] for discrete-time systems.

DISCUSSION

Computational Considerations

The computational requirements for this control parameterization approach can be classified into three categories. The first part of the computation involves setting up the conditions of optimality (i.e., equation (40)). The associated computational cost of establishing optimality conditions is of order $O(J+J^2+ JM+JN)$. The second part of the computation relates to the solution of equation (40), a system of equations of order $LM$. As a result, the corresponding computational cost is of order $O(L^2+LM)$. The last part of the computation involves generating the state trajectory from the control parameters. For the proposed approach, this can be done via equation (10). The associated computational cost is of order $O(L^2+NLM)$, where $J$ is the number of steps required for the state variables.

Since $N$ and $L$ are given, the computational cost can only be reduced by using smaller $M$ or $J$. Unfortunately, a smaller $M$ implies that fewer approximating functions are used, potentially sacrificing the accuracy. As shown in equation (17), a smaller $J$ may result in a less accurate approximation of the state variable part of the performance index. However, in general, the accuracy of the control parameterization is determined by the number of control parameters rather than the number of time intervals. As a consequence, $J$ can often be chosen as a small number to reduce the computational cost. It should also be noted that $J$ must be larger than, or at least equal to, $M$. Otherwise, the control parameters become under-determined and equation (40) becomes singular.

In contrast, solving the Riccati equation by numerical integration requires an order $O(J + JN + N^2)$ computation where $J$ is the number of integration steps (and is also the number of points where state and control variables are to be generated), $c$ is an integration routine dependent parameter (for instance, $c=4$ for fourth order Runge-Kutta method) and $N$ is the order of the system. After solving the Riccati equation, an order $O(J + JN + N^2)$ method is required to integrate the state equations to generate the response of the state and control variables. This stage is often required to assure the system response meets the prespecified requirements on state and control trajectories.

In searching for the optimal trajectory, usually a rough sketch of the system response is enough to determine if satisfactory results have been achieved. For standard approaches, such as the integration of the state equations, this does not necessarily mean that the number of integration steps (and thus the computational cost) can be reduced since large integration steps produce large numerical errors. This difficulty does not apply to the control parameterization approach since it is assumed that the control variable is single-valued in each time interval regardless of the size of the interval. As a consequence, a small $c$ can often be chosen for the control parameterization approach (but this is not necessarily the case in solving the Riccati equation).

From the above discussions, the control parameterization approach can be computationally more efficient than a Riccati equation solver if (i) $J$ is substantially less than $c$, and (ii) $L$ is relatively small compared with $N$. Benchmark results comparing the Riccati-based and control parameterization solutions of LQ problems involving systems of various orders are given below.

A special case is the solution of the minimum energy problem. By choosing $u^* = y$, it is found that setting up equation (52) incurs a computational cost of order $O(JLMN^2)$. Generating the control variables (from the same equation) involves an additional computational cost of order $O(JL^2+JN+JN^2)$. As a result, the computational cost of solving for the optimal control $Y$ increases only linearly with the number of control parameters. The computational cost of generating the state variable history is of order $O(N^2LMJ^2)$. Compared to the solution of $Y$ from equation (40) whose computational cost increases cubically with the number of control parameters, the control parameterization approach is particularly efficient in handling minimum energy problems, since the cost increases linearly with $J$. An example of a minimum energy problem is presented in the following section.

SIMULATION STUDIES

The objective of this section is to evaluate the accuracy and effectiveness of the control parameterization approach by comparing it to a standard Riccati equation solver. For the simulations reported here, both control parameterization and Riccati methods are applied to generate the state and control variables at prespecified equally-spaced points in time for linear optimal control problems with quadratic performance indices.

In the Riccati equation solver, the matrix differential Riccati equation is first integrated backward in time. The results are then used to integrate
the state equations (forward in time) to determine the system response. The symmetry of the Riccati equation is utilized to reduce the computational cost. A fourth order Runge-Kutta subroutine is used to integrate numerically both the Riccati and state equations.

In the control parameterization approach, the optimal parameter vector \( \mathbf{y} \) is first obtained by solving the system of algebraic equations defined as equation (40). An LU decomposition routine is used in solving these equations. The control variable profile is calculated from equation (34). The state variable profile is computed from equation (11).

The computer programs used in the simulations were written in the "C" language and compiled by a Microsoft Quick C compiler (Version 1.0). Efforts were made to optimize the speed of the computer codes. The simulations were executed on an 8 MHz IBM PC clone with an 8 MHz 8087 coprocessor.

To verify the accuracy of the approach, the value of the performance index from the control parameterization approach was compared to the value from the Riccati equation solver. The time required to execute the program was recorded for each simulation and is used as an index of computational efficiency.

**Example 1**

Consider a second order, single input system

\[
\dot{x} = \begin{bmatrix} 0 & 1 \\ 2 & -1 \end{bmatrix} x + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u
\]

with initial condition \( x(0) = [-4 4]^T \) where \( x = [x_1 \ x_2]^T \). The weighting matrices of the performance index are

\[
H = 0, \quad Q = \begin{bmatrix} 2 & 0 \\ 0 & 1 \end{bmatrix}, \quad R = 0.5
\]

and the terminal time, \( T = 2.0 \).

This example was solved by a Riccati equation solver and by the control parameterization approach with four different approximating functions. These functions are:

\[
\rho_1 = [1 \ 1 \ldots 1]_L U
\]

\[
\rho_2 = [1 \ \cos \omega t \ldots \cos \omega t \sin \omega t \ldots \sin \omega t]^T \mathbf{H}(x) \mathbf{U}
\]

\[
\rho_3 = [1 \ t \ \cos \omega t \ldots \cos \omega t \ \sin \omega t \ldots \sin \omega t]^T \mathbf{H}(x) \mathbf{U}(x)
\]

\[
\rho_4 = [1 \ t \ldots t^{k-1}]^T \mathbf{H}(x) \mathbf{U}(x)
\]

where

\[
\omega = \frac{2k\pi}{T}
\]

\( \rho_1 \) is the case of using \( u \) as \( Y \) and for convenience, is called "value parameterization." \( \rho_2 \) represents a finite term Fourier series and is called "Fourier-series parameterization." \( \rho_3 \) is the case of a finite term Fourier series plus a \( t \) term, and is called "Fourier-type parameterization." \( \rho_4 \) is the case of a \( K \)th order polynomial, and is called "polynomial parameterization."

In this example, the number of time intervals \( J \) is chosen to be 20. The control variable histories from the Riccati equation solver and the control parameterization approach using \( \rho_1, \rho_2, \rho_3, \) and \( \rho_4 \) are plotted in Figures 1a, 1b, 1c, and 1d, respectively. In these figures, the quantized curves refer to the control parameterization solutions and the continuous (smooth) curves refer to the Riccati-based solution. The resulting value of the performance index, the number of control parameters and the percentage error are summarized in Table 1 for each approach. The percentage error in Table 1 refers to the error of the value of the performance index with respect to the value of the performance index from the Riccati equation solver.

From Figures 1a to 1d, it is clear that the control parameterization approaches (except the Fourier-series parameterization method) achieve satisfactory results. The inaccuracy of the Fourier-series method is due to the inability of the Fourier series to converge at the boundaries.

The results summarized in Table 1 show that by using Fourier-type and polynomial parameterization approaches, the number of control parameters can be much less than the number of parameters used in the value parameterization method while maintaining the same level of accuracy. As a result, the computational efficiency is improved without losing significant accuracy. Computational costs of problems of the same and higher order are reported in the next example. It is shown that, by employing Fourier-type and polynomial parameterization, the applicability of the control parameterization approach is greatly improved. On the other hand, the application of the value parameterization approach can only be justified in limited cases due to its computational requirements.

**Example 2**

The goal of this example is to study the efficiency as well as the accuracy of the control parameterization approaches in handling LQ problems. Here, an \( N \)-th order single input system is considered:

\[
\dot{x} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -1 & -2 & -1 \end{bmatrix} \mathbf{x} + \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} u
\]

with initial condition \( x(0) = [1 \ 1 \ldots 1]^T \).
The weighting matrices are $Q=I_{300},R=I$ and $H=0$. The terminal time $T=1$. It is required that $x(t)$ and $u(t)$ be generated at 100 equally spaced points. In this example, the integration time step for the Riccati equation solver is 1/100 time unit. The number of time intervals $J$ is 20. The approximating functions (except for the Fourier-series parameterization which is not used in this example) and the number of control parameters are identical to those used in Example 1. Simulation results for $N=2,\ldots,10$ are summarized in Table II. In Table II the subscript $F$ refers to the Fourier-type parameterization approach instead of the Fourier-series parameterization approach, $E$ refers to error and $T$ refers to computational time.

Table I: Results of Example 1

<table>
<thead>
<tr>
<th>Approach</th>
<th>Number of Control Parameters $M$</th>
<th>Performance Index</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Riccati</td>
<td>18.693390</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Value</td>
<td>20</td>
<td>18.707165</td>
<td>7.69 $\times 10^{-2}$</td>
</tr>
<tr>
<td>Fourier-Series</td>
<td>7</td>
<td>19.171848</td>
<td>2.56</td>
</tr>
<tr>
<td>Fourier-Type</td>
<td>6</td>
<td>18.709481</td>
<td>8.61 $\times 10^{-2}$</td>
</tr>
<tr>
<td>Polynomial $^3$</td>
<td>6</td>
<td>18.706141</td>
<td>6.82 $\times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table II: Simulation Results of Example Two

<table>
<thead>
<tr>
<th>$N$</th>
<th>$P^1$</th>
<th>$% E_5^2$ $\times 10^3$</th>
<th>$% E_5^2$ $\times 10^2$</th>
<th>$% E_5^4$ $\times 10^2$</th>
<th>$T_p/T_s$</th>
<th>$T_p/T_s$</th>
<th>$T_p/T_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.813</td>
<td>8.97</td>
<td>1.30</td>
<td>8.24</td>
<td>5.82</td>
<td>1.756</td>
<td>0.378</td>
</tr>
<tr>
<td>3</td>
<td>2.057</td>
<td>8.36</td>
<td>1.45</td>
<td>7.62</td>
<td>13.9</td>
<td>1.551</td>
<td>0.303</td>
</tr>
<tr>
<td>4</td>
<td>3.818</td>
<td>7.93</td>
<td>1.43</td>
<td>8.76</td>
<td>30.4</td>
<td>1.280</td>
<td>0.249</td>
</tr>
<tr>
<td>5</td>
<td>5.971</td>
<td>7.89</td>
<td>1.41</td>
<td>6.48</td>
<td>57.4</td>
<td>1.096</td>
<td>0.222</td>
</tr>
<tr>
<td>6</td>
<td>8.468</td>
<td>8.11</td>
<td>1.41</td>
<td>6.45</td>
<td>101</td>
<td>0.931</td>
<td>0.201</td>
</tr>
<tr>
<td>7</td>
<td>11.296</td>
<td>8.46</td>
<td>1.44</td>
<td>6.57</td>
<td>168</td>
<td>0.804</td>
<td>0.184</td>
</tr>
<tr>
<td>8</td>
<td>14.454</td>
<td>8.86</td>
<td>1.47</td>
<td>6.76</td>
<td>266</td>
<td>0.695</td>
<td>0.170</td>
</tr>
<tr>
<td>9</td>
<td>17.942</td>
<td>9.23</td>
<td>1.50</td>
<td>6.96</td>
<td>400</td>
<td>0.618</td>
<td>0.160</td>
</tr>
<tr>
<td>10</td>
<td>21.758</td>
<td>9.54</td>
<td>0.54</td>
<td>7.17</td>
<td>583</td>
<td>0.552</td>
<td>0.152</td>
</tr>
</tbody>
</table>

1. Performance index from Riccati equation solver
2. Percent error of value parameterization approach
3. Percent error of Fourier parameterization approach
4. Percent error of polynomial parameterization approach
5. Computation time of Riccati equation solver
6. Relative computation time of value parameterization approach
7. Relative computation time of Fourier parameterization approach
8. Relative computation time of polynomial parameterization approach
CONCLUSION

Based on the technique of mathematical programming, this paper develops a control parameterization approach for LQ problems which are unconstrained or have fixed terminal states. The approach converts an LQ problem into a quadratic programming problem. For an unconstrained LQ problem, the necessary and sufficient condition for optimality is derived as a system of linear algebraic equations which is readily solved.

As demonstrated by simulation results, the control parameterization approach achieves high accuracy and is computationally faster than a Riccati equation solver in handling problems whose number of control variables is small relative to the order of the system. A major advantage of this approach is that it can handle minimum energy problems with considerable efficiency.
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